
Multiscale computation of oscillatory ODEs 
with more than two separated time scales

Richard Tsai
The University of Texas at Austin

Joint work with Gil  Ariel, Bjorn Engquist, and Seong Jun Kim

Oberwolfach, March 22, 2011

Monday, March 28, 2011



Dahlquist’s alarm clock

•Mechanical alarm clock on a hard surface

•Fast vibrations lead “slow” drift path

•Drift seems to be deterministic

•Fast vibrations too costly to compute for the time 
scale of interest. 
Conventional stiff methods damps out oscillations.

• Is it possible to compute the drift path 
without resolving the fast vibrations for all time?
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Fermi-Pasta-Ulam Problem
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(b) 
Fast oscillations:
• costly computation
• accumulation of error
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Relaxation oscillators
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[Dahlquist et al]

• Solutions quickly approach 
the periodic limit cycle.

• Oscillations induced by stiffness
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Synchronization
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Systems in near resonance

d

dt
z1 = i

1

�
z1 + f1(z1, z2),

d

dt
z2 = i

λ

�
z2 + f2(z1, z2).

λ = 1 + δ, |δ| ∈ R \Q � 1

d

dt
z2 = i

1

�
z2 +

δ

�
z2 + f2(z1, z2).

•trajectories are ergodic on invariant tori, 
but in which time scale?

•                       in O(1) time, problem effectively in 
resonance. Effect takes place at a longer time scale.

•                        deal with an intermediate time scale

δ = �p, p > 1 :

δ = �1/q, q > 1 :
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Effective properties in longer time scale

• Diffusion (noise, chaotic fast scales)

• Dispersion (wave equation): Engquist, Holst, Runborg

• Not all systems “thermalize”:

FPU: 

• Energy among springs do not equilibrate 

• Interesting phenomena appear in very long time scale
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Objectives

•Compute              at a cost sublinear to 

•A method that applies to a wide class of systems.

Longtime slow phenomena “driven” by fast oscillations: 

O(�−1)

w� =
1

�
g(w, v, z, t)

v� = h(v, w, z, t)

v & w

z� =
1

�2
f�(z, v, w, t)
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Our approach

• Characterize the slow behavior by slow variables
                         (effective behavior)

• Numerically sample how they are driven by the fast 
oscillations

• Give up full resolution of oscillations by averaging:

• Evolve the effective behavior of the system 
at a large time scale.

ξ = ξ̄ +O(�)

ξ� = f(ξ,
t

�
) −→ ξ̄� = f̄(ξ̄)

(Temporarily back to the two-scale setting.)
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A “stellar” problem

An example from [Kevorkian,Cole]

Nonlinear interactions. 
Nontrivial O(1) effects

Monday, March 28, 2011



Slow variables

Energy of the oscillators

Relative phase of the two oscillators.

Slow variables obtained by a numerical algorithm [Ariel-Engquist-T]

(These are resonant modes when a=2b)

ξ1 = x2
1 + x2

2

ξ2 = x2
3 + x2

4

ξ3 = b2x1x
2
3 + x2x3x4 − x1x

2
4
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Evolutions of the slow variables
(Stellar problem)
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Compute with consistent initial data

Closure problem:
dξ

dt
= F (ξ)

ξ ⇐⇒ x�

(5)

Microscale

Macroscale

time

(1)

(2)

(3)

(4)

ξ(t;x0)

x�(t
n; ξ)

dξ

dt

Slow behavior

•Assume widely separated time scales.

•Efficiency lies in how long (3) is run.

full system
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Slow variables

Definition: highly oscillatory.x ∈ D0 �→ α(x) ∈ R

����
d

dt
α(x)

���� ≤ C0, 0 ≤ t ≤ T, 0 < � < �0.

Use slow variables to analyze the structure 
of the vector field.
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Observations

∇xξ1

∇xξ2

• At most           slow directions/coordinates

• At most           slow variables are needed 

• Maximal slow chart: 

• If A(x) is slow and non-constant,

• Slow variables lie in the null space of L0

(ξ1, · · · , ξd−1, φ)

d

dt
ξj = O(1)

d

dt
φ = O(

1
�
)

A = A(ξ1, · · · , ξd−1)

d− 1

d− 1

In d dimensions:
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Averaging

captures the effective behavior of        !  

diffeo.
(closure)

More general averaging theorems by Bogoliubov, Sanders, Verhulst, etc.
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Averaging and approximations

Averaging over a circle ~ averaging with a suitable kernel.

F̄ (ζ(t)) =

�

S1

F (ζ,σ)dσ � K̃η ∗ ζ(t)

(closure)| d

dt
α(x)| ≤ C0 =⇒ α(x) = α̃(ξ, φ) = α̃(ξ)
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HMM involving three scales

Σ

ξ Σ

Oscillatory systems with three time scales 15

O(ε2)

O(ε)

O(ε2)

Fig. 1 An illustration of a three scale algorithm.

4.1 Accuracy and Efficiency

Consider a three-scale ODE system of the form (1) with a maximally slow chart
(ξ0,ξ1,ξ2) in which ξi ∈ Rdi evolve on the ε i time scale. The system is to be in-
tegrated using the three-tier HMM algorithm described above. We will refer to the
solver integrating the ε i scale as the i’th tier. The step-size, length of integration
and order of accuracy of the integrators at the i’th tier are denoted hi, ηi and mi,
respectively. For example, on the slowest O(1) time scale we utilize an m0’th order
explicit integrator with step size h0 and approximate ξ0 in the range [0,η0 = T ]. The
global error in each run of the i’th tier is denoted Ei. The computational cost of each
run of the i’th tier is denoted Ci. The goal is to approximate ξ0 on a time segment
[0,T ] with an optimal efficiency C0 while meeting a prescribed accuracy E0 ≤ ∆ .

The numerical analysis is a generalization of the two-scale analysis described
in [1]. Recall that in general, the local truncation error in approximating an ODE
ẋ = f (x) using an m’th order explicit method with step size h is of the order of
Mm+1h

m+1, where Mm+1 is a bound on the m + 1 time derivative of f (x(t)) in the
domain of interest. Accordingly, for stiff equations of the form ẋ = ω f (x), the m+1
time derivative of f (x(t)) is of the order of ωm+1.

• Tier 2: The local error in each O(ε2) step of the 2nd tier integrator if of the
order of h

m2
2 ε−2(m2+1). Integrating to time η2, the truncation error of a single run

of the 2nd tier integrator is η2h
m2
2 ε−2(m2+1). Next, the error in approximating

the averaged equation using convolution of the approximate numerical solution
with a kernel that has q continuous derivatives is [1, 13] ε2qη−q−1

2 . In order to
obtain optimal efficiency the two sources of errors need to be the same. Setting
∆2 = ε2qη−q−1

2 = η2h
m2
2 ε−2(m2+1) yields the optimal scaling of η2 and h2 with ε

and ∆2.
• Tier 1: The error in each evaluation of ξ̇1, ∆2, accumulates by taking η1/h1 steps

of order ε to ∆2η1/h1. This error needs to be comparable to the truncation error
of the tier 1 solver, η1h

m1
1 ε−m1−1 and the averaging error εqη−q−1

1 . Equating all
terms to equal ∆1 yields the scaling of η1, h1 and ∆2, and hence η2 and h2 with
ε and ∆1.

d

dt
x = �−2f�(x, t)
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Interaction among scales

O(1) : Σ(ξ), |
d

dt
Σ(ξ(t))| ≤ C0

O(�) : ξ(x(t)), |
d

dt
ξ(x(t))| ≤ C0�

−1

O(�2) : x(t),
d

dt
x(t) = �−2f(x, t)

Complete set of slow variables: (d-2) or (d-1)?

|
d

dt
ξ(x(t))| = O(�−1)

|
d

dt
Σ(ξ(t))| = O(1)
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Interaction among scales

O(1) : Σ(ξ), |
d

dt
Σ(ξ(t))| ≤ C0

O(�) : ξ(x(t)), |
d

dt
ξ(x(t))| ≤ C0�

−1

O(�2) : x(t),
d

dt
x(t) = �−2f(x, t)

Complete set of slow variables: (d-2) or (d-1)?

(d-1) ==> new type of slow variables

|
d

dt
Σ(x(t))| = O(1)
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Interaction among scales

O(1) : Σ(ξ), |
d

dt
Σ(ξ(t))| ≤ C0

O(�) : ξ(x(t)), |
d

dt
ξ(x(t))| ≤ C0�

−1

O(�2) : x(t),
d

dt
x(t) = �−2f(x, t)

Computation in the intermediate scale necessary
for efficiency of averaging: Σ(x(t)) = Σ(t, t/�, t/�2)

|
d

dt
Σ(x(t))| = O(1)
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Averaging

diffeo.
(closure)

θ1

θ2

ζ̇ = F̄ (ζ) =

�

T2

F (ζ, σ)dσ

ζ̇ = F̄ (ζ) =

�

S1

F (ζ, σ)dσ

θ̇1 = O(�−2)

θ̇2 = O(�−1)

Development of efficient 
averaging algorithms.
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A simple example

simple example:

Consider

(1)

{

ẋ1 = 1

ε2 x2 + 1

ε + x1 ; x1(0) = x10

ẋ2 = −
1

ε2 x1 + x2 ; x2(0) = x20

The solution is readily given by

(2)

(

x1(t)
x2(t)

)

=

(

Ae2t sin(ε−2t + φ) − ε3

1+ε2

Ae2t cos(ε−2t + φ) − ε
1+ε2

)

,

where A and φ are determined by the initial conditions A = x2
10 + x2

20 and tan φ =
x10/x20. We see that the states variables x1 and x2 evolve on the ε2 time scale. As

in the previous example, we look at the amplitude square I = x2
1 + x2

2. Its time

derivative is not bounded since İ = 2ε−1x1 + 2I . However, substituting in (2) we
find that I(t) = A2e2t +O(ε). Hence, up to an ε perturbation, I evolves on theO(1)
time scale.

The example above demonstrates that the bounded derivative principle is not nec-

essarily a good indication for determining the time scale on which certain functions

or functionals evolve (it is a lower bound though).

Two-tier HMM example:

Consider

(3)



















ẋ1 = −
1

ε2 y1 + 1

εy
2
2 − 3x1x2

2

ẏ1 = 1

ε2 x1 + 1

2
y1

ẋ2 = −

(

1

ε2 + 1

ε

)

y2 − x2

ẏ2 =
(

1

ε2 + 1

ε

)

x2 − y2 + 2x2
1y2

All four variables oscillate on the ε2 time scale, as depicted in Figure 1.

In order to eliminate the dynamics on the ε2 scale, we change to polar coordinates

and take account of the near 1:1 resonance between the leading singular terms in

(3).

(4)

I1 = x2
1 + y2

1

I2 = x2
2 + y2

2

θ = x1x2 + y1y2.

The corresponding time derivatives are

(5)

İ1 =
2

ε
x1y

2
2 − 3x1x

2
2 + y2

1

İ2 = 2x2y2 − 2x2
2 − 2y2

2 + 4x2
1x2y2

θ̇ =
1

ε
(x2y

2
2 + y1x2 − x1y2) + (y1x2 − x1x2 − 3x1x

3
2 + 2x2

1y1y2).

1

d

dt
I = 2�−1x1 + 2I I(t) = A2e2t +O(�)

New type of slow variables!

ẋ1 =
1

�2
x2 +

1

�
+ x1

ẋ2 = − 1

�2
x1 + x2
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Iterated averaging

Σ� =
1

�
f(Σ, ξ,

t

�2
) + g(Σ, ξ,

t

�2
)

X � = ¯̄F (x) :=

�
F̄ (x, y)dµx

F̄ (x, y) = ḡ(x, y) + γ̄(x, y) ḡ(x, y) =

� 1

0
g(x, y, s)ds

h(x, y, t) =

� t

0
f(x, y, �−1s)ds− tf̄(x, y)

corrector depending on 

f,g 1-periodic in the last variable.

X(0) = Σ(0)

sup
0≤t≤T

|Σ(t)−X(t)| ≤ C�
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simple example:

Consider

(1)

{

ẋ1 = 1

ε2 x2 + 1

ε + x1 ; x1(0) = x10

ẋ2 = −
1

ε2 x1 + x2 ; x2(0) = x20

The solution is readily given by

(2)

(

x1(t)
x2(t)

)

=

(

Ae2t sin(ε−2t + φ) − ε3

1+ε2

Ae2t cos(ε−2t + φ) − ε
1+ε2

)

,

where A and φ are determined by the initial conditions A = x2
10 + x2

20 and tan φ =
x10/x20. We see that the states variables x1 and x2 evolve on the ε2 time scale. As

in the previous example, we look at the amplitude square I = x2
1 + x2

2. Its time

derivative is not bounded since İ = 2ε−1x1 + 2I . However, substituting in (2) we
find that I(t) = A2e2t +O(ε). Hence, up to an ε perturbation, I evolves on theO(1)
time scale.

The example above demonstrates that the bounded derivative principle is not nec-

essarily a good indication for determining the time scale on which certain functions

or functionals evolve (it is a lower bound though).

Two-tier HMM example:

Consider

(3)



















ẋ1 = −
1

ε2 y1 + 1

εy
2
2 − 3x1x2

2

ẏ1 = 1

ε2 x1 + 1

2
y1

ẋ2 = −

(

1

ε2 + 1

ε

)

y2 − x2

ẏ2 =
(

1

ε2 + 1

ε

)

x2 − y2 + 2x2
1y2

All four variables oscillate on the ε2 time scale, as depicted in Figure 1.

In order to eliminate the dynamics on the ε2 scale, we change to polar coordinates

and take account of the near 1:1 resonance between the leading singular terms in

(3).

(4)

I1 = x2
1 + y2

1

I2 = x2
2 + y2

2

θ = x1x2 + y1y2.

The corresponding time derivatives are

(5)

İ1 =
2

ε
x1y

2
2 − 3x1x

2
2 + y2

1

İ2 = 2x2y2 − 2x2
2 − 2y2

2 + 4x2
1x2y2

θ̇ =
1

ε
(x2y

2
2 + y1x2 − x1y2) + (y1x2 − x1x2 − 3x1x

3
2 + 2x2

1y1y2).

1

Oscillatory systems with three time scales 17

I1 = x2
1 + y2

1

I2 = x2
2 + y2

2

θ = x1x2 + y1y2

cosϕ1 = x1/
√

I1.

(34)

The corresponding time derivatives are

İ1 =
2
ε x1y2

2−3x1x2
2 + y2

1

İ2 = 2x2y2−2x2
2−2y2

2 +4x2
1x2y2

θ̇ =
1
ε (x2y2

2 + y1x2− x1y2)+(y1x2− x1x2−3x1x3
2 +2x2

1y1y2)

ϕ̇1 =
1
ε2 .

(35)

It appears as if (I1, I2,θ ,ϕ1) is a chart in which ϕ1 evolves of the ε2 time scale, I1
and θ evolve on the ε time scale while I2, which has a bounded derivative, evolves
on the O(1) scale. The dynamics of the three slow variables I1, I2 and θ on the O(ε)
scale is depicted in Figure 3. The figure suggests that both I1 and I2 are practically
constant on the ε scale. Indeed, it can be shown that the average of x1y2

2 on any
segment of length O(ε) and larger is of order ε2. Therefore, the averaged İ1 is
bounded independent of ε and I1 evolves on the O(1) time scale, rather than the
expected O(ε). The time evolution of I1 and I2 on the slowest O(1) time scale is
depicted in Figure 4. In addition, the figure shows the results of the two-tier HMM
integrator described in Section 4. The HMM algorithm approximates the slow O(1)
dynamics using macroscopic steps which are independent of ε . The integration is
done using a fourth order method (in the macroscopic step size) and its efficiency is
essentially independent of ε .
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Fig. 2 The dynamics of (33) on the ε2 time scale. ε = 10−3
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simple example:

Consider

(1)

{

ẋ1 = 1

ε2 x2 + 1

ε + x1 ; x1(0) = x10

ẋ2 = −
1

ε2 x1 + x2 ; x2(0) = x20

The solution is readily given by

(2)

(

x1(t)
x2(t)

)

=

(

Ae2t sin(ε−2t + φ) − ε3

1+ε2

Ae2t cos(ε−2t + φ) − ε
1+ε2

)

,

where A and φ are determined by the initial conditions A = x2
10 + x2

20 and tan φ =
x10/x20. We see that the states variables x1 and x2 evolve on the ε2 time scale. As

in the previous example, we look at the amplitude square I = x2
1 + x2

2. Its time

derivative is not bounded since İ = 2ε−1x1 + 2I . However, substituting in (2) we
find that I(t) = A2e2t +O(ε). Hence, up to an ε perturbation, I evolves on theO(1)
time scale.

The example above demonstrates that the bounded derivative principle is not nec-

essarily a good indication for determining the time scale on which certain functions

or functionals evolve (it is a lower bound though).

Two-tier HMM example:

Consider

(3)



















ẋ1 = −
1

ε2 y1 + 1

εy
2
2 − 3x1x2

2

ẏ1 = 1

ε2 x1 + 1

2
y1

ẋ2 = −

(

1

ε2 + 1

ε

)

y2 − x2

ẏ2 =
(

1

ε2 + 1

ε

)

x2 − y2 + 2x2
1y2

All four variables oscillate on the ε2 time scale, as depicted in Figure 1.

In order to eliminate the dynamics on the ε2 scale, we change to polar coordinates

and take account of the near 1:1 resonance between the leading singular terms in

(3).

(4)

I1 = x2
1 + y2

1

I2 = x2
2 + y2

2

θ = x1x2 + y1y2.

The corresponding time derivatives are

(5)

İ1 =
2

ε
x1y

2
2 − 3x1x

2
2 + y2

1

İ2 = 2x2y2 − 2x2
2 − 2y2

2 + 4x2
1x2y2

θ̇ =
1

ε
(x2y

2
2 + y1x2 − x1y2) + (y1x2 − x1x2 − 3x1x

3
2 + 2x2

1y1y2).

1
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In order to eliminate the dynamics on the ε2 scale, we change to polar coordinates

and take account of the near 1:1 resonance between the leading singular terms in

(3).

(4)

I1 = x2
1 + y2

1

I2 = x2
2 + y2

2

θ = x1x2 + y1y2.

The corresponding time derivatives are

(5)

İ1 =
2

ε
x1y

2
2 − 3x1x

2
2 + y2

1

İ2 = 2x2y2 − 2x2
2 − 2y2

2 + 4x2
1x2y2

θ̇ =
1

ε
(x2y

2
2 + y1x2 − x1y2) + (y1x2 − x1x2 − 3x1x

3
2 + 2x2

1y1y2).

1

18 Gil Ariel, Bjorn Engquist and Richard Tsai

0 0.01 0.02−1

0

1
I1

! 

I2

Fig. 3 The dynamics of (33) on the ε1
time scale. ε = 10

−3
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Fig. 4 The dynamics of (33) on the ε0
time scale. ε = 10

−3
. Plus signs are results of a 2-tier HMM

with fourth order RK on all scales.

5.2 An example motivated by the Fermi-Pasta-Ulam (FPU)
problem

The following example, which consists of three coupled oscillators, is motivated by

a version of the FPUα model [15] with periodic boundary conditions. The system

is described by the Hamiltonian

H =
1

2

3

∑
i=1

p
2

i
+

3

∑
i=1

�
1

2
(qi+1 −qi)2 +

ε
3
(qi+1 −qi)3

�
, (36)

where q0 = q3 and q4 = q1. The dynamics, which is given by Hamilton’s equations

of motion, preserves the Hamiltonian. Accordingly, the purpose of this example

is to demonstrate the advantages of the HMM multiscale method for Hamiltonian

systems compared to reversible and symplectic integrators.

Rescaling time, s = ε2
t, and denoting [·]� = (d/ds), the dynamics is given by

time
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5.2 An example motivated by the Fermi-Pasta-Ulam (FPU)
problem

The following example, which consists of three coupled oscillators, is motivated by

a version of the FPUα model [15] with periodic boundary conditions. The system

is described by the Hamiltonian

H =
1

2

3

∑
i=1

p
2

i
+

3

∑
i=1

�
1

2
(qi+1 −qi)2 +

ε
3
(qi+1 −qi)3

�
, (36)

where q0 = q3 and q4 = q1. The dynamics, which is given by Hamilton’s equations

of motion, preserves the Hamiltonian. Accordingly, the purpose of this example

is to demonstrate the advantages of the HMM multiscale method for Hamiltonian

systems compared to reversible and symplectic integrators.

Rescaling time, s = ε2
t, and denoting [·]� = (d/ds), the dynamics is given by

time

Plus signs are results computed by a 2-tier HMM with RK4 on all scales.
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q0 = q3, q4 = q1

I �
1 =

18
�

p2q2(2q3 + q2)

I �
2 = −18

�
p3q3(2q3 + q2)

θ� =
3
�
(p2q2 − p3q3)(2q3 + q2)

“new” type of slow variables:

0 50 100 150
0

0.1

0.2

0.3

0.4

0.5

t

I1

I2

Long time scale

exists for all s ∈ [0, τ ] and x0A, an open set. Here, A and τ is are constants which
are independent of ε.

For instance, in both examples (1.2) and (1.4), the square amplitude I = x2
1 + x2

2

evolve on the 1 time scale.

3. SLOW COORDINATE SYSTEMS

4. NUMERICAL ALGORITHMS

5. EXAMPLES

5.1. FPUα. Consider a version of the FPUα model obtained by taking α = ε and
three sptings with periodic boudary conditions. The system is described by the

Hamiltonian

(5.1) H =
1

2

3
∑

i=1

p2
i +

3
∑

i=1

[

1

2
(qi+1 − qi)

2 +
ε

3
(qi+1 − qi)

3

]

,

where q0 = q3 and q4 = q1. Rescaling time, s = ε2t, and denoting [·]′ = (d/ds),
the dynamics is given by

(5.2)







































q′1 = 1
ε2

p1

p′1 = − 1
ε2

(2q1 − q3 − q2) −
1
ε
(q2 − q3)(2q1 − q3 − q2)

q′2 = 1
ε2

p2

p′2 = − 1
ε2

(2q2 − q1 − q3) −
1
ε
(q3 − q1)(2q2 − q1 − q3)

q′3 = 1
ε2

p3

p′3 = − 1
ε2

(2q3 − q2 − q1) −
1
ε
(q1 − q2)(2q3 − q2 − q1)

Due to the periodic boundaries the total momentum is preserved. Hence, without

loss of generality we pick initial conditions such that the center of mass is fixed at

the origin, ptot = p0 +p1 +p2 = 0 and qcm = q0 + q1 + q2 = 0. Using the algorithm
detailed in Appendix A we identify five variables evolving on the 1 time scale:

(5.3)

ptot = p1 + p2 + p3

qcm = q1 + q2 + q3

I1 = 3q2
2 + p2

2

I2 = 3q2
3 + p2

3

θ = 3q2q3 + p2p3

3

H =
1
2

3�

i=1

p2
i +

3�

i=1

�
1
2
(qi+1 − qi)2 +

�

3
(qi+1 − qi)3

�
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H =
1
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i=1

p2
i +

3�

i=1

�
1
2
(qi+1 − qi)2 +

�

3
(qi+1 − qi)3

�

� = 10−4
, H = 10

Verlet

With similar errors, HMM is many digits faster than Verlet.
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Averaging over a torus
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Averaging over the torus 3D torus

Averaging strategy

Figure: An illustration of the algorithm; We average {fj}endpointτj=1 using 1D kernel

and get {fτj }
endpointσ
j=1 . In the end, we get F̄ from averaging {fτj }

endpointσ
j=1 .

Seong Jun Kim (UT Austin) Averaging over Multiple Frequencies 9 March 2011 26 / 47

Averaging over the torus Construction of orthogonal vector fields on the torus

Example 2: T2
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Figure: Two orthogonal vector fields on T2
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Averaging over the torus Construction of orthogonal vector fields on the torus

Proposed method

Figure: Defining orthogonal vector field using transformation φ
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Averaging over the torus 3D torus

Problem specification

Consider a pair of harmonic oscillators for x = [x1, v1, x2, v2, x3, v3]T ,

ẋ=F�(x) = 1
�





v1
−x1
λ1v2
−λ1x2
λ2v3
−λ2x3




, x(0) =





1
0
1
0
1
0




(8)

where λ1 = 1 + δ
√
2, λ2 = 1 + δ

√
3 and δ = �

1
q with q = 2, 3, · · · .

T3 is defined by three functions ξi :R6 → R1, i = 1, 2, 3;

ξ1 = x21 + v21 , ξ2 = x22 + v22 , ξ3 = x23 + v23 . (9)

Need to find τ : R6 → R6 and σ : R6 → R6

→{F, τ,σ,∇ξ1,∇ξ2,∇ξ3} forms a set of orthogonal vector fields over T3
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Averaging over the torus 3D torus

Two orthogonal vector fields
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Figure: plot of |τ(t)−IC| and |σ(t)−IC|; this show that two integral curves are
almost periodic.
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Averaging over the torus Time comparison of time-averaging and our method

Time comparison in T3 problem

Exact averaged force f̄ = 1
µ(T3)

´
T3 fdµ = 0

η our method time time 1
T

´ T
0 f(ϕtx)dt T

20� 0.0131 29.71 0.731 0.0131 152
30� 0.0026 43.51 9.75 0.0026 521.6
40� 7.81e-04 57.56 46.01 7.80e-04 2550
50� 2.14e-04 70.92 146.0 2.42e-04 8000
60� 3.45e-05 85.62 29069 3.90e-05 50000

Table: comparison of approximated ||̄f||L∞ , time=sec, H = 1, h = �
5
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Summary

• Issues in designing an HMM  algorithm

• Characterizing effective behavior by slow variables

• Issues with longer time scales

• interactions between scales

• detection of new type of slow variables

• averaging 
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