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We consider the combination of discontinuous Galerkin discretizations in space with various time integration methods for
linear acoustic, elastic, and electro-magnetic wave equations. For the discontinuous Galerkin method we derive explicit
formulas for the full upwind flux for heterogeneous materials by solving the Riemann problems for the corresponding
first-order systems. In a framework of bounded semigroups we prove convergence of the spatial discretization.

For the time integration we discuss advantages and disadvantages of explicit and implicit Runge–Kutta methods com-
pared to polynomial and rational Krylov subspace methods for the approximation of the matrix exponential function.
Finally, the efficiency of the different time integrators is illustrated by several examples in 2D and 3D for electro-magnetic
and elastic waves.
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1 Introduction

In the last decade discontinuous Galerkin methods became very popular for first-order hyperbolic systems, cf. [6, 18, 19].
They are now well established in combination with standard explicit Runge-Kutta methods, see, e.g., [4], for an error
analysis of the full discretization in the more general case of symmetric Friedrich systems.

In this paper we consider the solution of homogeneous linear acoustic, elastic, and electro-magnetic wave equations by
discontinuous Galerkin discretizations in space. For such linear problems, the solution is given as a matrix exponential
function multiplied by the vector containing the initial value. We discuss the relation between standard explicit or implicit
Runge-Kutta methods and polynomial or rational Krylov subspace methods for approximating the matrix exponential func-
tion directly [11, 14, 16, 21, 32]. It is well known that polynomial Krylov subspace methods for the matrix exponential
exp(τA)v always converge superlinearly but unfortunately, for the wave equation, the onset of superlinear convergence
behavior only starts after ‖τA‖ steps [21]. Nevertheless, these methods have been successfully applied to wave problems,
see, e.g., [3,7,30,41]. In contrast, it has been shown recently in [12,14,16] that rational Krylov subspace methods converge
independently of ‖τA‖ and even for unbounded operators A. Using implicit methods or rational Krylov approximations is
the only possible option to overcome the CFL barrier of explicit schemes or the limitation by the number of steps to reach
the superlinear convergence behavior for polynomial Krylov methods. Note that these limitations arise in the same way for
uniformly refined grid and for locally refined grid, although for the latter, local time stepping methods are a very attractive
alternative, see, e.g., [15, 26, 36]. SPP-RK methods, which became very popular in combination with DG methods suffer
from a slightly less stringent CFL restriction, see, e.g., [5, 7, 13, 33].

Our goal is to present a general framework for the construction of discontinuous Galerkin discretizations in space
for wave equations and to advocate the combination with modern time integration. Finally, we show for representative
examples in this application class that Krylov subspace methods can be significantly more efficient than standard Runge–
Kutta schemes, even with a standard implementation which was not optimized for the particular application.

The paper is organized as follows. In Section 2 we discuss acoustic, elastic, and electromagnetic wave equations in a
semigroup framework. These problems can be considered as linear systems of conservation laws. In Section 3 we focus
on the explicit construction of the exact solution of the Riemann problems (defining the full upwind flux [27]) in case of
variable coefficients. In Section 4 we construct the discretized operator for linear systems of conservation laws and the
three types of wave equations. We show that the semi-discrete finite volume estimates given in [38] can be transferred
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to this setting resulting in convergence estimates in space for sufficiently smooth solutions. Estimates for a central flux
discontinuous Galerkin discretization of the Maxwell problem are presented in [10].

Different options for the time integration of linear first-order systems are considered in Section 5. We discuss the
relations between explicit Runge-Kutta methods and polynomials Krylov subspace methods and between implicit Runge-
Kutta methods and rational Krylov subspace methods for the approximation of the matrix exponential. Since Krylov
subspace methods have to be implemented with care, we present the full algorithms for the discrete problems resulting
from the space discretization by discontinuous Galerkin methods.

In Section 6 we compare the efficiency of the different time integration schemes. For the implicit methods and the
rational Krylov method, a parallel multigrid preconditioner [39] is implemented for solving the linear systems.

2 Linear hyperbolic operators for wave equations

In this section we introduce our notation and summarize basic results on wave equations in the framework of semigroup
theory, see, e.g., [9]. More precisely, we check the assumptions of the Lumer-Phillips theorem [31, Chap. 12.2.2] for
acoustic, elastic, and electro-magnetic waves. This shows that these problems are well-posed and that the initial value
problem has a unique solution in a suitable Hilbert space setting.

2.1 The general setting

Let Ω ⊂ RD be a bounded Lipschitz domain, and let V ⊂ L2(Ω,RJ) be a Hilbert space with weighted inner product
(v,w)V = (Mv,w)0,Ω, where M ∈ L∞(Ω,RJ×J) is uniformly positive and symmetric.

We study the evolution equation

M∂tu(t) +Au(t) = 0 , t ∈ [0, T ] , u(0) = u0 . (1)

Here, A is a linear operator on V with dense domain D(A) ⊂ V corresponding to a hyperbolic linear system, i.e.,

(Av,v)0,Ω = 0 , v ∈ D(A) . (2)

For simplicity, we consider only homogeneous boundary conditions on ∂Ω which are included in the domain of the operator.
For our applications, we will show that for any b ∈ V a unique solution v ∈ D(A) ofAv+Mv = Mb exists. Then, by

the Lumer-Phillips theorem, the operator M−1A generates a continuous semigroup in V , and for any u0 ∈ D(A) a unique
solution of the evolution equation (1) exists. Moreover, the energy E(v) = 1

2 (v,v)V satisfies

∂tE(u(t)) =
(
M∂tu(t),u(t)

)
0,Ω

= −
(
Au(t),u(t)

)
0,Ω

= 0,

i.e., the energy is conserved E(u(t)) = E(u(0)) for all t ∈ [0, T ].
We study three different applications fitting into this framework, namely acoustic, elastic, and electromagnetic waves.

2.2 Applications

In all applications, the operator A corresponds to a linear system of J first-order differential equations.

Acoustic waves Acoustic waves in an isotropic medium with variable density ρ ∈ L∞(Ω) are described by the second-
order scalar equation for the potential

ρ∂2
t ψ −∆ψ = 0 .

We assume ρ(x) ≥ ρ0 > 0 for a.a. x ∈ Ω. Introducing the pressure p = ∂tψ and the flux q = −∇ψ this corresponds to
the first-order system

ρ∂tp+ divq = 0 , ∂tq +∇p = 0

with J = D + 1 components. We define the operators

M(q, p) = (q, ρp), A(q, p) = (∇p,divq)

on the Hilbert space V = L2(Ω,RJ). In the case of homogeneous Dirichlet boundary conditions, the domain is given by
D(A) = H(div,Ω)×H1

0(Ω) and thus D(A) is dense in V .
Copyright line will be provided by the publisher
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For the application of the semigroup setting it remains to consider the mapping property of A + M . For arbitrarily
chosen (f , g) ∈ V we consider the stationary problem

(M +A)(q, p) = M(f , g), (3)

which is equivalent to

q +∇p = f , ρp+ divq = ρg. (4)

To obtain a variational formulation, we take the divergence of the first equation and insert divq into the second. Next,
multiplying with a test function ψ ∈ H1

0 (Ω) and integrating, yields the elliptic problem for p

(∇p,∇ψ)0,Ω + (ρp, ψ)0,Ω = (f ,∇ψ)0,Ω + (ρg, ψ)0,Ω , ψ ∈ H1
0(Ω) .

By Lax-Milgram’s theorem, there exists a unique solution p ∈ H1
0(Ω), and the first equation in (4) yields the correspond-

ing q. Multiplying the second equation in (4) by ψ leads to the condition (q,∇ψ)0,Ω =
(
ρ(p− g), ψ

)
0,Ω

, which defines a
weak divergence divq ∈ L2(Ω). Hence, (q, p) ∈ D(A) is a solution of (3).

Elastic waves Elastic materials are described by the elasticity tensor C with Cε · ε > c0ε · ε for ε ∈ RD×Dsym , where
c0 > 0. Here, we consider the special case of isotropic materials characterized by the Lamé parameters λ ≥ 0, µ > 0, and

Cε = 2µε+ λ trace(ε)I, C−1σ =
1

2µ
σ − λ

2µ(Dλ+ 2µ)
trace(σ)I.

Elastic waves are described by the second-order system for the displacement ϕ

ρ∂2
tϕ+ divCε(ϕ) = 0 ,

where ε(ϕ) = sym(∇ϕ) denotes the strain tensor and ρ ∈ L∞(Ω) is the density. Inserting the stress tensor σ = Cε(ϕ)
and the velocity vector v = ∂tϕ, we obtain the first-order system

∂tσ −Cε(v) = 0 , ρ∂tv − divσ = 0

with J = 5 components for D = 2 and J = 9 for D = 3. We define operators

M(σ,v) = (C−1σ, ρv), A(σ,v) = (−ε(v),−divσ)

on the Hilbert space V = L2(Ω)D×Dsym × L2(Ω,RD). Let ∂Ω = ∂ΩD ∪ ∂ΩN be a decomposition of the boundary into
Dirichlet and Neumann parts, and define the domain by

D(A) =
{

(σ,v) ∈ H(div,Ω,RD)×H1(Ω,RD) : σ = σT , σn = 0 on ∂ΩN, and v = 0 on ∂ΩD}

where n is the outer unit normal vector on ∂ΩN.
For arbitrarily chosen (f ,g) ∈ V we consider the elliptic problem

(M +A)(σ,v) = M(f ,g), (5)

which is equivalent to

σ −Cε(v) = f , ρv − divσ = ρg.

Taking the divergence of the first equation and inserting divσ into the second yields the variational formulation

(Cε(v), ε(ψ))0,Ω + (ρv,ψ)0,Ω = −(f , ε(ψ))0,Ω + (ρg,ψ)0,Ω

for all ψ ∈ H1(Ω,RD) with ψ = 0 on ∂ΩD. Then, a unique solution v ∈ H1(Ω,RD) with v|∂ΩD = 0 exists, and
(σ,v) =

(
Cε(v) + f ,v

)
∈ D(A) solves (5).
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Electro-magnetic waves For a given permeability µ ∈ L∞(Ω) and a permittivity ε ∈ L∞(Ω), which are uniformly
positive in Ω, electro-magnetic waves are determined by the first-order system for the electric field E and magnetic field H

ε∂tE− curlH = 0 , µ∂tH + curlE = 0 , div(εE) = 0 , div(µH) = 0

with J = 6 components for D = 3. Since the last two equations will be satisfied if they are satisfied for the initial data, it
is sufficient to consider only the first two equations. We thus define

M(H,E) = (µH, εE), A(H,E) = (curlE,− curlH)

on the Hilbert space V = L2(Ω)3 × L2(Ω)3 with domain D(A) = H(curl,Ω)× H0(curl,Ω) for a material with perfectly
conducting boundary. Let (f ,g) ∈ V be arbitrary. Then the elliptic problem

(M +A)(H,E) = M(f ,g), (6)

corresponding to the system

µH + curlE = µf , εE− curlH = εg (7)

can be written in variational form as

(µ−1 curlE, curlψ)0,Ω + (εE,ψ)0,Ω = (f , curlψ)0,Ω + (εg, ψ)0,Ω , ψ ∈ H0(curl,Ω).

This problem has a unique solution E ∈ H0(curl,Ω). With the same arguments as in the previous cases, we can show that
(H,E) =

(
f − µ−1 curlE,E

)
∈ D(A) solves (6).

3 Linear systems of conservation laws

All problems discussed in the previous section can be considered as a system of linear conservation laws

M∂tu(t) + divF(u(t)) = 0 for t ∈ [0, T ] , u(0) = u0 , (8)

where the linear flux is of the form divF(u) =

D∑
d=1

Bd∂du with symmetric matrices Bd ∈ RJ×J . The construction of

numerical methods will be based on the formulation (8).

3.1 Discontinuous weak solutions for linear conservation laws

Since the discrete approximations will be discontinuous, we introduce the more general concept of weak solutions.

Definition 3.1 A function u ∈ L1((0, T )× Ω,RJ) is a weak solution of (8) if

0 =

∫
Ω

M(x)u0(x) · φ(0,x) dx +

∫
(0,T )×Ω

(
M(x)u(t,x) · ∂tφ(t,x) + F(u(t,x)) · ∇φ(t,x)

)
dtdx

for all test functions with compact support φ ∈ C1
0((−1, T )× Ω,RJ).

Obviously, all smooth solutions of (8) are also weak solutions. Note that weak solutions are not unique; in particular,
the definition does not include boundary conditions.

Traveling waves In the case of constant coefficients in Ω = RD, special solutions can be constructed as follows. For
a given unit vector n = (n1, . . . , nD)T ∈ RD, we have n · F(u) = Bu with the symmetric matrix B =

∑
ndBd.

Then, for all eigenpairs (λ,w) ∈ R × RJ with Bw = λMw and any amplitude function a ∈ C1(R), the traveling wave
u(t,x) = a(n · x− λt)w solves (8) for u0(x) = a(n · x)w.

This can be extended to the case that the amplitude is discontinuous. E.g., consider the piecewise constant function

u(t,x) =

{
aLw in QL =

{
(t,x) ∈ [0, T ]× RD : n · x− λt < 0

}
aRw in QR =

{
(t,x) ∈ [0, T ]× RD : n · x− λt > 0

} (9)
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with aL, aR ∈ R. Then, by using the Gauß theorem in R× RD, we observe

0 = aL

∫
n·x−λt=0

(
− λM +B

)
w · φ(t,x) da

=

∫
∂QL

(
−λ
n

)
·
(

u(t,x) ·Mφ(t,x)
F(u(t, x))

)
· φ(t,x)

)
da

=
√

1 + λ2

∫
QL

(
∂t
∇

)
·
(

u(t,x) ·Mφ(t,x)
F(u(t, x))

)
· φ(t,x)

)
dtdx

=
√

1 + λ2

∫
QL

(
u(t,x) ·M∂tφ(t,x) + F(u(t,x)) · ∇φ(t,x)

)
dtdx

for all test functionsφ ∈ C1
0((0, T )×Ω,RJ). Repeating this argument with ∂QR and testing in C1

0((−1, T )×Ω,RJ) shows
that (9) is a weak solution with discontinuity along the plane {(t,x) : n · x− λt = 0} in the time-space cylinder and with
discontinuous initial values u0(x) = aLw in ΩL =

{
x ∈ Ω: n · x < 0

}
and u0(x) = aRw in ΩR =

{
x ∈ Ω: n · x > 0

}
.

The Riemann problem for linear conservation laws Following [27, Chap. 3.8 and 9.9], we now construct a weak
solution of the Riemann problem, i.e., a piecewise constant weak solution for the discontinuous initial function

u0(x) =

{
uL in ΩL

uR in ΩR
(10)

with uL,uR ∈ RJ and piecewise constant mass matrices ML, MR in ΩL and ΩR, respectively. Let (λjL,wjL) and
(λjR,wjR) be the corresponding M -orthogonal eigenpairs, i.e.,

BwjL = λjLMLwjL with wkL ·MLwjL = 0,

BwjR = λjRMRwjR with wkR ·MRwjR = 0,

for j 6= k. Then, for all coefficients bjL, bjR ∈ R,

u(t,x) =

{
uL +

∑
x·n−λjLt>0 bjLwjL x ∈ ΩL

uR +
∑

x·n−λjRt<0 bjRwjR x ∈ ΩR
(11)

is a weak solution in ΩL ∪ ΩR. In order to obtain a weak solution in RD, continuity of the flux on the interface is required
(the Rankine-Hugoniot condition):

B
(
uL +

∑
λjL<0

bjLwjL

)
= B

(
uR +

∑
λjR>0

bjRwjR

)
, x ∈ ∂ΩL ∩ ∂ΩR = {x ∈ RD : n · x = 0}.

Thus, the coefficients bjL are determined from the jump [u0] = uR − uL solving the equations

wkR ·B[u0] = wkR ·
∑
λjL<0

bjLBwjL for λkR < 0 .

The solution of the Riemann problem defines the upwind flux on ∂ΩL ∩ ∂ΩR by

n · F∗(u0) = B
(
uL +

∑
λjL<0

bjLwjL

)
.

This will be used in Section 4.3 for the construction of discontinuous discretizations.

3.2 The Riemann problem for wave equations

For the specific application to acoustic, elastic, and electro-magnetic waves we compute the eigenvectors and eigenvalues
explicitly, and we provide explicit formulas for the upwind flux.
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Acoustic waves For acoustic waves we have divF(q, p) =

(
∇p

divq

)
and thus n · F(q, p) = B

(
q
p

)
=

(
pn
q · n

)
. Let

c = 1√
ρ be the velocity of sound. Then w± =

(
n
±c

)
are eigenvectors with Bw± = ±cMw±.

The solution (11) of the Riemann problem with piecewise constant mass matrices ML, MR is of the form

u(t,x) =



(
qL

pL

)
cLt+ x · n < 0(

qL

pL

)
+ bL

(
n

−cL

)
cLt+ x · n > 0 and x · n < 0(

qR

pR

)
+ bR

(
n

cR

)
−cRt+ x · n < 0 and x · n > 0(

qR

pR

)
−cRt+ x · n > 0

with the continuity constraintB
((

qL
pL

)
+ bL

(
n
−cL

))
= B

((
qR
pR

)
+ bR

(
n
cR

))
for the flux at the interface ∂ΩL∩∂ΩR.

Multiplying with
(

n
−cR

)
shows that bL can be computed from [q] = qR − qL and [p] = pR − pL by

−bL(cL + cR) = bLB

(
n
−cL

)
·
(

n
−cR

)
= B

((
qR
pR

)
−
(
qL
pL

))
·
(

n
−cR

)
= [p]− cR[q] · n .

This finally yields the expression for the upwind flux

n · F∗(u0) = B

((
qL
pL

)
− [p]− cR[q] · n

cL + cR

(
n
−cL

))
= B

(
qL
pL

)
− [p]− cR[q] · n

cL + cR

(
−cLn

1

)
= B

(
qL
pL

)
+

cL

cL + cR

(
[p]n

0

)
− 1

cL + cR

(
0
[p]

)
− cLcR

cL + cR

(
([q] · n)n

0

)
+

cR

cL + cR

(
0

[q] · n

)
.

Elastic waves In the elastic case, we have divF(σ,v) = −
(
ε(v)
divσ

)
and n · F(σ,v) = −

(
1
2 (n⊗ v + v ⊗ n)

σn

)
. By

cP =
√

2µ/3+λ
ρ we denote the velocity of pressure waves, and by cS =

√
µ
ρ the velocity of shear waves. The eigenvectors

are of the form
(

2µn⊗ n + λI
±cPn

)
and

(
µτ ⊗ n + µn⊗ τ

±cSτ

)
, where τ is a unit tangent vector, i.e., τ · n = 0.

For piecewise constant mass matrices ML, MR and D = 2 the Riemann solution is of the form

u(t,x) =



(
σL

vL

)
cPLt+ x · n < 0(

σL

vL

)
+ aL

(
2µLn⊗ n + λLI

cPLn

)
cPLt+ x · n > 0 and cSLt+ x · n < 0(

σL

vL

)
+ aL

(
2µLn⊗ n + λLI

−cPLn

)
+ bL

(
µLτ ⊗ n + µLn⊗ τ

−cSLτ

)
cSLt+ x · n > 0 and x · n < 0(

σR

vR

)
+ aR

(
2µRn⊗ n + λRI

cPRn

)
+ bR

(
µRτ ⊗ n + µRn⊗ τ

cSRτ

)
−cSRt+ x · n < 0 and x · n > 0(

σR

vR

)
+ aR

(
2µRn⊗ n + λRI

−cPRn

)
−cSRt+ x · n > 0 and − cPRt+ x · n < 0(

σR

vR

)
−cPRt+ x · n > 0
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with the continuity constraint for the flux at the interface ∂ΩL ∩ ∂ΩR

B

((
σL
vL

)
+ aL

(
2µLn⊗ n + λLI

cPLn

)
+ bL

(
µLτ ⊗ n + µLn⊗ τ

cSLτ

))
= B

((
σR
vR

)
+ aR

(
2µRn⊗ n + λRI

−cPRn

)
+ bR

(
µRτ ⊗ n + µRn⊗ τ

−cSRτ

))
.

This yields for [σ] = σR − σL and [v] = vR − vL

−aL(cPL(2µR + λR) + (2µL + λL)cPR) = B

(
[σ]
[v]

)
·
(

2µRn⊗ n + λRI
cPRn

)
= −(2µR + λR)[v] · n− cPR([σ]n) · n ,

−bL(cSLµR + µLcSR) = B

(
[σ]
[v]

)
·
(
µRτ ⊗ n + µRn⊗ τ

cSRτ

)
= −µR[v] · τ − cSR([σ]n) · τ ,

and finally the upwind flux (see also [24] for the case MR = ML)

n · F∗(u0) =

(
σL
vL

)
+

(2µR + λR)[v] · n + cPR([σ]n) · n
cPL(2µR + λR) + (2µL + λL)cPR

B

(
2µLn⊗ n + λLI

cPLn

)
+
µR[v] · τ + cSR([σ]n) · τ

cSLµR + µLcSR
B

(
µLτ ⊗ n + µLn⊗ τ

cSLτ

)
=

(
σL
vL

)
− (2µR + λR)[v] · n
cPL(2µR + λR) + (2µL + λL)cPR

(
cPLn⊗ n

(2µL + λL)n

)
− µR[v] · τ
cSLµR + µLcSR

(
1
2cSL(τ ⊗ n + n⊗ τ )

µLτ

)
− cPR([σ]n) · n
cPL(2µR + λR) + (2µL + λL)cPR

(
cPLn⊗ n

(2µL + λL)n

)
− cSR([σ]n) · τ
cSLµR + µLcSR

(
1
2cSL(τ ⊗ n + n⊗ τ )

µLτ

)
.

Electro-magnetic waves Here we have divF(H,E) =

(
curlE
− curlH

)
and thus n · F(H,E) = B

(
H
E

)
=

(
n×E
−n×H

)
.

By c = 1√
εµ we denote the speed of light. Then

(√
εn× τ
±√µτ

)
and

(
∓
√
ετ√

µn× τ

)
are the corresponding eigenvectors, where

again τ is a unit tangent vector. For piecewise constant mass matrices ML, MR the Riemann solution is

u(t,x) =



(
HL

EL

)
cLt+ x · n < 0(

HL

EL

)
+ aL

( √
εLτ√

µLn× τ

)
+ bL

(√
εLn× τ
−√µLτ

)
cLt+ x · n > 0 and x · n < 0(

HR

ER

)
+ aR

(
−√εRτ√
µRn× τ

)
+ bR

(√
εRn× τ√
µRτ

)
−cRt+ x · n < 0 and x · n > 0(

HR

ER

)
−cRt+ x · n > 0

with the continuity constraint for the flux at the interface ∂ΩL ∩ ∂ΩR

B

((
HL
EL

)
+ aL

( √
εLτ√

µLn× τ

)
+ bL

(√
εLn× τ
−√µLτ

))
= B

((
HR
ER

)
+ aR

(
−√εRτ√
µRn× τ

)
+ bR

(√
εRn× τ√
µRτ

))
.

For the jumps [H] = HR −HL and [E] = ER −EL this yields

−aL(
√
εLµR +

√
µLεR) = B

(
[H]
[E]

)
·
( √

εRτ√
µRn× τ

)
=
√
εR(n× [E]) · τ −√µR(n× [H]) · (n× τ ) ,

−bL(
√
εLµR +

√
µLεR) = B

(
[H]
[E]

)
·
(√

εRn× τ
−√µRτ

)
=
√
εR(n× [E]) · (n× τ ) +

√
µR(n× [H]) · τ

Copyright line will be provided by the publisher
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and thus the expression for the upwind flux (cf. [19])

n · F∗(u0) = B

(
HL
EL

)
−
√
εR(n× [E]) · τ −√µR(n× [H]) · (n× τ )

√
εLµR +

√
µLεR

B

( √
εLτ√

µLn× τ

)
−
√
εR(n× [E]) · (n× τ ) +

√
µR(n× [H]) · τ

√
εLµR +

√
µLεR

B

(√
εLn× τ
−√µLτ

)
= B

(
HL
EL

)
+

εRcR

εLcL + εRcR

(
n× [E]

0

)
+

1

µLcL + µRcR

(
0

n× (n× [E])

)
− µRcR

µLcL + µRcR

(
0

n× [H]

)
+

1

εLcL + εRcR

(
n× (n× [H])

0

)
.

We are now in the position to construct the discrete operators for the specific applications.

4 A discontinuous Galerkin approximation for the wave equations

In this section we consider the discrete evolution equation

M∂tuh(t) +Ahuh(t) = 0 , t ∈ [0, T ] (12)

in a subspace Vh ⊂ V associated to the mesh size h. We are interested in the semi-discrete convergence to the solution
of (1), where the discrete operatorAh ∈ L(Vh, Vh) is constructed from a discontinuous Galerkin discretization with upwind
flux obtained from local solutions of Riemann problems of the previous section.

4.1 The discrete operator for linear systems of conservation laws

Here we assume that Ω ⊂ RD, D = 2, 3 is a bounded polyhedral Lipschitz domain decomposed into a finite number of
open elements K ⊂ Ω such that Ω̄ =

⋃
K̄. Let FK be the set of faces of K, and for f ∈ FK let Kf be the neighboring

cell such that f = ∂K ∩ ∂Kf , and let nK,f be the outer unit normal vector on f ⊂ ∂K. The outer unit normal vector field
on ∂Ω is denoted by n. Furthermore, we assume that the mass operator M is constant in K, i.e., M(x) = MK , x ∈ K, is
a symmetric positive definite matrix. Finally, we define VK = L2(K,RJ).

Integration by parts gives for locally smooth test functions

(Av,φK)0,K = −(F(v),∇φK)0,K +
∑
f∈FK

(nK,f · F(v),φK)0,f .

This formulation is now the basis for the discretization. We fix a polynomial degree p, and we define the local spaces
VK,h = Pp(K)J and the global discontinuous Galerkin space Vh = {vh ∈ L2(Ω,RJ) : vh|K ∈ VK,h}. For vh ∈ Vh we
use vK,h = vh|K ∈ VK,h for the restriction to K.

For a given function vh ∈ Vh we define the discrete linear operator Ah ∈ L(Vh, Vh) by

(Ahvh,φK,h)0,K = −(F(vK,h),∇φK,h)0,K +
∑
f∈FK

(nK,f · F∗K,f (vh),φK,h)0,f ,

where nK,f · F∗K,f (vh) is the upwind flux obtain from the solution of the Riemann problem with initial values uL =

vK,h(x) and uR = vKf ,h(x) for x ∈ f = ∂K ∩ ∂Kf on inner faces f ⊂ Ω. For boundary faces f = ∂K ∩ ∂Ω we define
uR depending on the boundary conditions and the specific application. Again using integration by parts, we obtain

(Ahvh,φK,h)0,K = (divF(vK,h),φK,h)0,K +
∑
f∈FK

(
nK,f · (F∗K,f (vh)− F(vK,h)),φK,h

)
0,f

. (13)

Note that the term nK,f · (F∗K,f (vh) − F(vK,h)) only depends on [vh]K,f = vKf ,h − vK,h. Moreover, this definition
includes finite volume discretizations with p = 0, where the discrete operator is defined only by the flux terms on the
faces FK .

Since we use the upwind flux from the solution of the Riemann problem, we observe for v ∈ D(A) and vh ∈ Vh

(divF(v),vh)0,Ω +
∑
K

(
(divF(vK,h),v)0,K +

∑
f∈FK

(nK,f · (F∗K,f (vh)− F(vK,h)),v)0,f

)
= 0 . (14)

Together with the formulation (13) this will be the basis for the error analysis below.
Copyright line will be provided by the publisher
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4.2 Stability, consistency, and semi-discrete convergence

Let ΠK,h : VK −→ VK,h be the local L2 orthogonal projection. Then, we have for 1 ≤ q ≤ p+ 1

‖v −ΠK,hv‖0,K ≤ Chq‖v‖q,K , v ∈ Hq(K,RJ) ,

which gives ‖v −ΠK,hv‖0,f ≤ Chq−1/2‖v‖q,K and thus, with some CR > 0,

1

2

∑
K

∑
f∈FK

‖v −ΠK,hv‖20,f ≤ CRh
2q−1‖v‖2q,Ω , v ∈ Hq(Ω,RJ) . (15)

Theorem 4.1 Let u ∈ C1([0, T ],D(A)) be a solution of the evolution equation (1), and let uh ∈ C1([0, T ], Vh) be
a solution of the discretization (12). We assume that the solution has the regularity u ∈ L2((0, T ),Hq(Ω,RJ)) for some
1 ≤ q ≤ p+ 1. For the discrete operator Ah we assume that a constant CA > 0 exists such that

1

2

∑
K

∑
f∈FK

∥∥nK,f · (F∗K,f (vh)− F(vK,h)
)∥∥2

0,f
≤ CA (Ahvh,vh)0,Ω , vh ∈ Vh . (16)

Then, the following a priori estimate holds

‖u− uh‖2L2([0,T ],V ) ≤ 2TCACRh
2q−1 ‖u‖2L2([0,T ],Hq(Ω,RJ )) + T ‖u(0)− uh(0)‖2V .

For consistent initial values this implies convergence to the solution in L2 of order hq−1/2 and thus also asymptotic
energy conservation. This proof follows the ideas for the finite volume analysis in [38].

P r o o f. Inserting the orthogonal projection into (13) gives with (14) and (15) for vh ∈ Vh and v ∈ D(A)∩Hq(Ω,RJ)

(Ahvh,v)0,Ω + (Av,vh)0,Ω =
∑
K

(
(Ahvh,ΠK,hv)0,K + (Av,vK,h)0,K

)
=

∑
K

(
(divF(vK,h),ΠK,hv − v)0,K

+
∑
f∈FK

(nK,f · (F∗K,f (vh)− F(vK,h)),ΠK,hv − v)0,f

)
=

∑
K

∑
f∈FK

(nK,f · (F∗K,f (vh)− F(vK,h)),ΠK,hv − v)0,f

≤
∑
K

∑
f∈FK

‖nK,f · (F∗K,f (vh)− F(vK,h))‖0,f‖ΠK,hv − v‖0,f

≤ (Ahvh,vh)0,Ω + CACRh
2q−1 ‖v‖2q,Ω .

Together with (Av,v)0,Ω = 0 this yields (Ahvh −Av,v − vh)0,Ω ≤ CACRh
2q−1 ‖v‖2q,Ω.

This result is now used for the error estimate. For fixed T > 0, we define ηT (t) = T − t, and the assertion is obtained from

‖u− uh‖2L2([0,T ],V ) = −
∫ T

0

‖u(t)− uh(t)‖2V ∂tηT (t) dt

=

∫ T

0

∂t‖u(t)− uh(t)‖2V ηT (t) dt+ T‖u(0)− uh(0)‖2V

= 2

∫ T

0

(
M∂tu(t)−M∂tuh(t),u(t)− uh(t)

)
0,Ω
ηT (t) dt+ T‖u(0)− uh(0)‖2V

= 2

∫ T

0

(
Ahuh(t)−Au(t),u(t)− uh(t)

)
0,Ω
ηT (t) dt+ T‖u(0)− uh(0)‖2V

≤ 2CACRh
2q−1

∫ T

0

‖u(t)‖2q,ΩηT (t) dt+ T‖u(0)− uh(0)‖2V .
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4.3 The discrete operators for the wave equations

For the application to acoustic, elastic, and electro-magnetic waves we compute explicit expressions of the local operator
AK,h defined in (13) by inserting the solutions of the Riemann problems from the previous section. We verify the as-
sumption (16) in detail for acoustic waves, and we sketch the arguments for electro-magnetic waves. Elastic waves can be
analyzed analogously.

Acoustic waves For (qh, ph) ∈ Vh and (ϕK,h, ψK,h) ∈ VK,h inserting the upwind flux yields

(
Ah(qh, ph), (ϕK,h, ψK,h)

)
0,K

=
(
∇ph,ϕK,h

)
0,K

+
(

divqh, ψK,h
)

0,K

+
∑
f∈FK

(
−

cKcKf

cK + cKf

(
[qh]K,f · nK,f ,ϕK,h · nK,f

)
0,f
− 1

cK + cKf

(
[ph]K,f , ψK,h

)
0,f

+
cK

cK + cKf

(
[ph]K,f ,ϕK,h · nK,f

)
0,f

+
cKf

cK + cKf

(
[qh]K,f · nK,f , ψK,h

)
0,f

)
.

On Dirichlet boundary faces f = ∂K ∩ ∂Ω, we set [ph]K,f = 2pK,h and [qh]K,f · nK,f = 0. This yields

(
Ah(qh, ph), (qh, ph)

)
0,Ω

=
∑
K

∑
f∈FK

((
qK,h · nK,f , pK,h

)
0,f

−
cKcKf

cK + cKf

(
[qh]K,f · nK,f ,qK,h · nK,f

)
0,f
− 1

cK + cKf

(
[ph]K,f , pK,h

)
0,f

+
cK

cK + cKf

(
[ph]K,f ,qK,h · nK,f

)
0,f

+
cKf

cK + cKf

(
[qh]K,f · nK,f , pK,h

)
0,f

)
=

1

2

∑
K

∑
f∈FK

( cKcKf

cK + cKf

∥∥[qh]K,f · nK,f
∥∥2

0,f
+

1

cK + cKf

∥∥[ph]K,f
∥∥2

0,f

)
. (17)

Here, we used [qh]K,f = −[qh]Kf ,f , [ph]K,f = −[ph]Kf ,f , nK,f = −nKf ,f ,

(
[qh]K,f · nK,f ,qK,h · nK,f

)
0,f

+
(
[qh]Kf ,f · nKf ,f ,qKf ,h · nKf ,f

)
0,f

= −‖[qh]Kf ,f · nKf ,f‖20,f ,(
[ph]K,f , pK,h

)
0,f

+
(
[ph]Kf ,f , pKf ,h

)
0,f

= −‖[ph]K,f‖20,f ,

and

∑
K

∑
f∈FK

((
qK,h · nK,f , pK,h

)
0,f

+
cK

cK + cKf

(
[ph]K,f ,qK,h · nK,f

)
0,f

+
cKf

cK + cKf

(
[qh]K,f · nK,f , pK,h

)
0,f

)
=
∑
K

∑
f∈FK

( cK
cK + cKf

(
pK,h + [ph]K,f ,qK,h · nK,f

)
0,f

+
cKf

cK + cKf

(
(qK,h + [qh]K,f ) · nK,f , pK,h

)
0,f

)
=
∑
K

∑
f∈FK

( cK
cK + cKf

(
pKf ,h,qK,h · nK,f

)
0,f

+
cKf

cK + cKf

(
qKf ,h · nK,f , pK,h

)
0,f

)
= 0 .

We have for the norm of the flux

∥∥nK,f · (F∗K,f (qh, ph)− F(qK,h, pK,h)
)∥∥2

0,f
≤ C(cK , cKf

)
(∥∥[qh]K,f · nK,f‖20,f +

∥∥[ph]K,f
∥∥2

0,f

)
Together with (17) this allows to verify assumption (16).
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Elastic waves For (σh,vh) ∈ Vh and (ϕK,h,ψK,h) ∈ VK,h the discrete operator with upwind flux is defined by(
Ah(σh,vh), (ϕK,h,ψK,h)

)
0,K

= −
(
ε(vK,h),ϕK,h

)
0,K
−
(

divσK,h,ψK,h
)

0,K

−
∑
f∈FK

( (2µKf
+ λKf

)cP,K

cP,K(2µKf
+ λKf

) + (2µK + λK)cP,Kf

(
nK,f · [vh]K,f ,nK,f · (ϕK,hnK,f )

)
0,f

+
(2µKf

+ λKf
)(2µK + λK)

cP,K(2µKf
+ λKf

) + (2µK + λK)cP,Kf

(
nK,f · [vh]K,f ,nK,f ·ψK,h

)
0,f

+
µKf

cS,K

cS,KµKf
+ µKcS,Kf

(
[vh]K,f − (nK,f · [vh]K,f )nK,f ,ϕK,hnK,f − (nK,f · (ϕK,hnK,f ))nK,f

)
0,f

+
µKf

µK

cS,KµKf
+ µKcS,Kf

(
[vh]K,f − (nK,f · [vh]K,f )nK,f ,ψK,h − (nK,f ·ψK,h)nK,f

)
0,f

+
cP,Kf

cP,K

cP,K(2µKf
+ λKf

) + (2µK + λK)cP,Kf

(
nK,f · ([σh]K,fnK,f ),nK,f · (ϕK,hnK,f )

)
0,f

+
cP,Kf

(2µK + λK)

cP,K(2µKf
+ λKf

) + (2µK + λK)cP,Kf

(
nK,f · ([σh]K,fnK,f ),nK,f ·ψK,h

)
0,f

+
cS,Kf

cS,K

cS,KµKf
+ µKcS,Kf

(
[σh]K,fnK,f − (nK,f · ([σh]K,fnK,f ))nK,f ,ϕK,hnK,f − (nK,f · (ϕK,hnK,f ))nK,f

)
0,f

+
cS,Kf

µK

cS,KµKf
+ µKcS,Kf

(
[σh]K,fnK,f − (nK,f · ([σh]K,fnK,f ))nK,f ,ψK,h − (nK,f ·ψK,h)nK,f

)
0,f

)
.

On Dirichlet boundary faces f = ∂K ∩∂ΩD, we set [vh]K,f = 2vK,h and [σh]K,f ·nK,f = 0, and on Neumann boundary
faces f = ∂K ∩ ∂ΩN, we set [vh]K,f = 0 and [σh]K,f ·nK,f = 2σK,h ·nK,f . Note that the solution of Riemann problem
for elastic waves in 3D also yields this full upwind operator [34].

Electro-magnetic waves For (Hh,Eh) ∈ Vh and (ϕK,h,ψK,h) ∈ VK,h we have(
Ah(Hh,Eh), (ϕK,h,ψK,h)

)
0,K

= (curlEK,h,ϕK,h)0,K − (curlHK,h,ψK,h
)

0,K

+
∑
f∈FK

( cKf
εKf

cKεK + cKf
εKf

(
nK,f × [Eh]K,f ,ϕK,h

)
0,f
−

cKf
µKf

cKµK + cKf
µKf

(
nK,f × [Hh]K,f ,ψK,h

)
0,f

+
1

cKµK + cKf
µKf

(
nK,f × (nK,f × [Eh]K,f ),ψK,h

)
0,f

+
1

cKεK + cKf
εKf

(
nK,f × (nK,f × [Hh]K,f ),ϕK,h

)
0,f

)
.

The perfect conducting boundary conditions on the faces f = ∂K ∩ ∂Ω are modeled by the (only virtual) definition of
nK,f×EKf

= −nK,f×EK and nK,f×HKf
= nf×HK , i.e., nK,f× [E]K,f = −2nK,f×EK and nK,f× [H]K,f = 0.

With the same arguments as for the acoustic case we obtain

(
Ah(Hh,Eh), (Hh,Eh)

)
0,Ω

=
1

2

∑
K

∑
f∈FK

∥∥nK,f × [Eh]K,f
∥∥2

0,f

cKµK + cKf
µKf

+

∥∥nK,f × [Hh]K,f
∥∥2

0,f

cKεK + cKf
εKf


using

(
nK,f × (nK,f × [ψh]K,f ),ψK,h

)
0,f

+
(
nKf ,f × (nKf ,f × [ψh]Kf ,f ),ψKf ,h

)
0,f

=
∥∥nK,f × [ψh]K,f

∥∥2

0,f
and

∑
K

∑
f∈FK

((
nK,f ×EK,h,HK,h

)
0,f

+
cKf

εKf

cKεK + cKf
εKf

(
nK,f × [Eh]K,f ,HK,h

)
0,f
−

cKf
µKf

cKµK + cKf
µKf

(
nK,f × [Hh]K,f ,EK,h

)
0,f

)
= 0 .

Again, this gives (16) with CA depending only on the material parameters.
Copyright line will be provided by the publisher
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5 Time integration for linear systems

In this section we summarize efficient time integration methods for the discrete evolution equation (12). Let φ1, . . . ,φN
be a discontinuous finite element basis of Vh. With

M =
(

(Mφk,φj)0,Ω

)
j,k
, A =

(
(Ahφk,φj)0,Ω

)
j,k

denoting the (symmetric, positive definite, block-diagonal) mass matrix, and the non-symmetric stiffness matrix, respec-
tively, we can write (12) as

M∂tu+ Au = 0, u(0) = u0, (18)

where

u(t) =
(
uj(t)

)N
j=1

, uh(t) =

N∑
j=1

uj(t)φj ∈ Vh

denote the coefficient vector of the solution at time t with respect to the finite element basis and its corresponding
discontinuous finite element function uh. The corresponding inner product is defined by (u, v)M := vTMu, so that
‖uh(t)‖V = ‖u(t)‖M.

The solution of this finite dimensional linear problem is given by

u(t) = exp(−tM−1A)u0, t ≥ 0, (19)

where exp(·) is the familiar matrix exponential function. For a fixed time step τ > 0 we seek approximations

un ≈ u(tn), tn = nτ, n = 0, 1, . . . .

For simplicity, we restrict ourselves to onestep methods. Then the approximations to the solution of (18) can be written as

un+1 = Φn(−τM−1A)un, n = 0, 1, . . . , (20)

where Φn denotes the stability function of the method.

Explicit Runge-Kutta methods For an m-stage explicit Runge-Kutta method, Φn is a fixed polynomial of fixed degree
m, which approximates the exponential function in a neighborhood of zero. For instance, for the classical forth-order
Runge-Kutta method we have m = 4 and

Φn(ξ) = 1 + ξ +
1

2
ξ2 +

1

6
ξ3 +

1

24
ξ4, for all n.

Each time step requires m multiplications with A and m solutions of linear systems with the block-diagonal matrix M.
These methods are simple to implement and computationally cheap but the main disadvantage is the stability issue: all
explicit Runge-Kutta schemes have a bounded stability region requiring time steps proportional to h−1 for first-order
systems (CFL condition).

Implicit Runge-Kutta methods Implicit m-stage Runge-Kutta methods use a fixed rational function Φn with fixed nu-
merator and denominator degree at mostm to approximate the exponential function. For hyperbolic problems as considered
in this paper, Gauß collocation methods are particularly attractive [17, Chap. IV]. Here, Φn is the (m,m) Padé approxima-
tion to the exponential function. It is well-known that Gauß methods are A-stable and thus do not suffer from restrictions
on the time step size τ for stability reasons. The price to pay is that implicit methods are more expensive and thus the
efficient solution of the linear systems arising is crucial. We consider two specific examples, namely the implicit midpoint
rule

un+1 = un − τ
(
M + τ

2A
)−1Aun ,

and the 3-stage Gauss method where

un+1 = un − τ
(
M + τ

α1
A
)−1(

M + τ
α0

A
)(

M + τ
α2

A
)−1(

M− τ
α0

A
)(

M + τ
α3

A
)−1

Aun ,
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with α0 = i
√

60, and

α1 = 4− 2 3

√
2

1 +
√

5
+ 22/3 3

√
1 +
√

5 ≈ 4.6444

α2 = 4 + (1− i
√

3) 3

√
2

1 +
√

5
− (1 + i

√
3)

3

√
1

2
(1 +

√
5) ≈ 3.6778− 3.5088i, α3 = ᾱ2 .

Each time step requires one matrix-vector multiplication with A, two with M + γτA for some (complex) coefficient γ
and three solutions of linear systems with such coefficient matrices. Note that the stability property (16) for the upwind
discretization shows that the linear system is dissipative, so that the implicit Gauss collocation methods are well-defined
for all time steps τ > 0.

Polynomial Krylov methods An alternative to explicit or implicit Runge-Kutta methods, for which the stability function
Φn in (20) is fixed for all time steps, is to choose Φn adaptively. This can be accomplished by Krylov subspace methods.

Standard Krylov subspace methods compute an approximation to x = exp(−τM−1A)un in the polynomial Krylov
space

Km := Km(M−1A, un) = span{un,M−1Aun, . . . , (M−1A)m−1un}.

The approximation proceeds in two steps. First, a basis of Km is computed by the Lanczos or by the Arnoldi algo-
rithm. Here, we only consider the Arnoldi algorithm with respect to the inner product (·, ·)M. This yields a matrix
Vm = [v1, . . . , vm] ∈ RN×m and an upper Hessenberg matrix Hm ∈ Rm×m such that

AVm = MVmHm + hm+1,mMvm+1e
T
m, V TmMVm = Im. (21)

The M-orthogonality of Vm shows that Hm = V TmAVm. Now the approximation is given as

exp(−τM−1A)un ≈ Vm exp(−τHm)V TmMun ,

see [11, 32]. Inserting V TmMun = ‖un‖M e1 this yields the polynomial Krylov approximation

un+1 = ‖un‖M Vm exp(−τHm)e1 = Φn(−τM−1A)un (22)

for some polynomial Φn of degree at most m − 1, which is chosen automatically. Since m � N , for the small matrix
exponential exp(−τHm) established approximation techniques can be applied (e.g., rational Chebyshev approximation,
Padé approximation or diagonalization [20]).

The cost of m-steps of the Arnoldi algorithm is the same as for an m-stage explicit Runge-Kutta method in terms of
matrix vector multiplications and solutions of linear systems with M. In addition, we have to compute inner products and
linear combinations of vectors. In [21] it was shown that the error of Krylov approximations to the matrix exponential
always decays superlinearly and that the superlinear error decay starts at m ≈

∥∥τM−1A
∥∥ iteration steps for discretizations

of hyperbolic problems. Hence, the time step τ is not restricted by stability but by the maximum number of Arnoldi
steps. Another significant advantage is that Krylov approximations exploit properties of the starting vector, while the fixed
polynomials of Runge-Kutta methods do not. For instance, if the starting vector corresponds to a smooth function, then
the convergence is significantly better than for an arbitrary starting vector [12]. Moreover, it is well-known that Krylov
approximations are quasioptimal, i.e., for a fixed degree m, they provide the optimal polynomial approximation to un+1 up
to a constant.

An implementation of the Arnoldi algorithm with respect to the M inner product to compute (22) is given in Alg. 1.
To avoid pathological cases, the algorithm may be extended by checking if hm+1,m is not too small. The algorithm might
also be combined with substepping, i.e., dividing a time step of length τ into M > 1 smaller time steps of length τ/M , as
proposed and implemented in [1, 35].

The stopping criteria in Line 17 of Alg. 1, was introduced in [37], see also [2] for a detailed investigation of residuals
of the matrix exponential. Here, δm is an estimation of the relative error ‖xm − x‖M / ‖x0 − x‖M in the mth Krylov step.
Note that ym has to be measured in the Euclidean norm; since for xm = Vmym, we have ‖xm‖M = ‖ym‖.
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Algorithm 1 Polynomial Krylov method
1: Input: M, A, v, τ , MaxIter, Tol
2: Output: xm ≈ exp(−τM−1A)v, m ≤ MaxIter, estimated error ≤ Tol
3: β = ‖v‖M , v1 = v/β
4: for m = 1, 2, . . . ,MaxIter do
5: w = Avm
6: solve Mvm+1 = w
7: for k = 1, . . . ,m do
8: hk,m = vTk w
9: vm+1 = vm+1 − hk,mvk

10: end for
11: hm+1,m = ‖vm+1‖M
12: vm+1 = vm+1/hm+1,m

13: ym = β exp(−τHm)e1

14: δm = ‖ym − [ym−1; 0]‖ / ‖ym‖
15: εm = 1 + ‖ym‖
16: if δm < 1 then
17: εm = min

(
1 + ‖ym‖ , δm/(1− δm) ‖ym‖

)
18: end if
19: if εm ≤ Tol then
20: break
21: end if
22: end for
23: if m ≥ MaxIter and εm > Tol then
24: no convergence
25: end if
26: xm = [v1, . . . , vm]ym

Rational Krylov methods A drawback of polynomial Krylov methods is that the number of iteration steps to reach the
superlinear convergence behavior is proportional to

∥∥τM−1A
∥∥ for our applications. If the maximum number of iterations is

not sufficient to reach this regime, one either has to reduce the time step τ (i.e., add a substepping algorithm like in [1,35])
or use some kind of restarting procedure, see, e.g., [8].

Due to these shortcomings, rational Krylov methods became popular recently, cf. [16] for a review. For a fixed shift
parameter γ > 0, we approximate the exponential flow exp(−τM−1A)un in the rational Krylov space

Km((γI + τM−1A)−1, un).

The Arnoldi algorithm yields an M-orthonormal basis Vm and an upper Hessenberg matrix Hm such that

(γM + τA)−1MVm = VmHm + hm+1,mvm+1e
T
m, V TmMVm = Im. (23)

The projection matrix Ĥm := V TmAVm can be extracted from the quantities of the Arnoldi method via

−τĤm = γIm −H−1
m + τV TmAvm+1e

T
mH

−1
m (24)

leading to the rational Krylov approximation

exp(−τM−1A)un ≈ un+1 = Vm exp(−τĤm)V TmMun = ‖un‖M Vm exp(−τĤm)e1.

For the exponential function, it can be shown that under certain regularity assumptions, the convergence is independent of
the spatial mesh [14].

The additional matrix vector multiplication with A in (24) can be avoided by neglecting the last term:

−τĤm ≈ γIm −H−1
m . (25)

In practice, we did not see a significant difference in the convergence behavior if we use this approximation instead of the
projection matrix Ĥm.
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Algorithm 2 Rational Krylov method for computing xm ≈ exp(−τM−1A)v

1: Input: M, A, v, τ , MaxIter, Tol, θ
2: Output: xm ≈ exp(−τM−1A)v, m ≤ MaxIter, estimated error ≤ Tol
3: w = Mv, β =

√
vTw, v1 = v/β, w = w/β, ε0 = 1− Tol

4: for m = 1, 2, . . . ,MaxIter do
5: solve (γM + τA)vm+1 = w for vm+1 approximately s. t. ‖(γM + τA)vm+1 − w‖ ≤ θTol/(εm−1 + Tol)
6: w = Mvm+1

7: for k = 1, . . . ,m do
8: hk,m = vTk w
9: vm+1 = vm+1 − hk,mvk

10: end for
11: w = Mvm+1

12: hm+1,m =
√
vTm+1w

13: vm+1 = vm+1/hm+1,m, w = w/hm+1,m

14: compute −τĤm from (24) or approximate it by (25)
15: ym = β exp(−τĤm)e1

16: δm = ‖ym − [ym−1; 0]‖ / ‖ym‖
17: εm = 1 + ‖ym‖
18: if δm < 1 then
19: εm = min

(
1 + ‖ym‖ , δm/(1− δm) ‖ym‖

)
20: end if
21: if εm ≤ Tol then
22: break
23: end if
24: end for
25: if m ≥ MaxIter and εm > Tol then
26: no convergence
27: end if
28: xm = [v1, . . . , vm]ym

The full algorithm is given in Alg. 2. The stopping criteria for the outer iteration (the rational Krylov method) is the same
as for the polynomial Krylov method above, see [2, 37]. If the linear systems arising in each step of the rational Krylov
method are solved by an inner iteration, e.g., by a preconditioned iterative solver, then the efficiency can be improved by
using a relaxed stopping criterion proposed in [37]. This is implemented in Line 5 of Alg. 2 (with a safty factor θ ∈ (0, 1]).
More details on the preconditioner are given in the following section.

The choice of the shift γ and the step size τ is a nontrivial task and subject of current research, see [12, Section 5] for a
theoretical investigation.

6 Numerical experiments

All our simulations have been implemented using the parallel finite element software M++ [40]. For the implicit time
integration methods the linear systems with coefficient matrix γM + τA are solved with a Krylov method and multigrid
preconditioner [39] with block Jacobi smoothing. We use a p-version of the multigrid method with a finite volume hierarchy
(using a direct parallel solver for the coarse problem [29]) and the transfer to the DG space on the finest level [28]. Since the
discontinuous Galerkin spaces are nested, the embedding directly yields the multigrid prolongation. On the other hand, the
discretization is nonconforming and A is non-symmetric, so that standard multigrid theory does not apply. Nevertheless, if
τ/γ is sufficiently small and the coarse problem is sufficiently fine, we always obtain convergence, but we clearly observe
that the spectral bounds for the multigrid preconditioner applied to the matrix γM + τA depend on γ and τ .

6.1 Maxwell equation in 2D

In the first experiment, we investigate the convergence in time and space for a 2D reduction of Maxwell’s equations, where
we assume that the fields are constant in z-direction. Then, we set u = (Hx,Hy,Ez) and Hz ≡ Ex ≡ Ey ≡ 0. We
use the parameters µ = ε = 1, an unstructured triangular mesh in a locally tapered domain Ω ⊂ (0, 10) × (−1, 1) with

Copyright line will be provided by the publisher
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t = 0

t = 2

t = 4

t = 6

t = 8

Fig. 1 Initial distribution of Ez and time evolution at selected time steps.

quadratic polynomial approximations in each cell, and perfectly magnetic boundary conditions (H×n = 0). We start with
a local pulse

u0(x, y, z) =

 0
0

cos(π(4x− 3)) + 1

 for 0.5 < x < 1 , u0(x, y, z) = 0 else.

Results at sample times are shown in Fig. 1.
Let V0 be the finite element space of the coarse mesh, and by uniform refinement we obtain the finite element spaces

V1, V2, . . . , VL of dimension Nl. In time, we use Kj uniform time steps τj = T/Kj , j = 0, . . . , J . The solution on level
l in Vl at the final time T = 8 computed with Kj time steps is denoted by uj,l. In all tests we use J = 4 and L = 3 with
N0 = 27 216, N1 = 108 864, N2 = 435 456, and N3 = 1 741 824.
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K0 = 3 200 K1 = 6 400 K2 = 12 800 K3 = 25 600 K4 = 51 200

m = 2 multiplications with M−1A 6 400 12 800 25 600 51 200 102 400
‖uj,0‖V 1.16307 1.16302 1.16302 1.16302 1.16302
‖uj,1‖V unstable 1.21983 1.21981 1.21981 1.21981
‖uj,2‖V unstable unstable 1.22450 1.22450 1.22450
‖uj,3‖V unstable unstable unstable 1.22473 1.22473

‖uj+1,0 − uj,0‖V 5.18e-03 1.30e-03 3.24e-04 8.09e-05
‖uj+1,1 − uj,1‖V 2.29e-03 5.72e-04 1.43e-04
‖uj+1,2 − uj,2‖V 6.82e-04 1.71e-04
‖uj+1,3 − uj,3‖V 2.00e-04

fj,0 4.0006 4.0001 4.0001
fj,1 4.0003 4.0001
fj,2 4.0002

‖uj,1 − uj,0‖V 1.81e-01 1.81e-01 1.81e-01 1.80e-01
‖uj,2 − uj,1‖V 2.46e-02 2.46e-02 2.46e-02
‖uj,3 − uj,2‖V 4.66e-03 4.66e-03

m = 4 multiplications with M−1A 12 800 25 600 51 200 102 400 204 800
‖uj,0‖V 1.16302 1.16302 1.16302 1.16302 1.16302
‖uj,1‖V unstable 1.21981 1.21981 1.21981 1.21981
‖uj,2‖V unstable unstable 1.22450 1.22450 1.22450
‖uj,3‖V unstable unstable unstable 1.22473 1.22473

‖uj+1,0 − uj,0‖V 3.84e-07 2.40e-08 1.50e-09 9.38e-11
‖uj+1,1 − uj,1‖V 6.99e-08 4.37e-09 2.73e-10
‖uj+1,2 − uj,2‖V 1.24e-08 7.77e-10
‖uj+1,3 − uj,3‖V 2.92e-09

fj,0 16.0022 16.0011 16.0005
fj,1 16.0006 16.0003
fj,2 16.0003

‖uj,1 − uj,0‖V 1.80e-01 1.80e-01 1.80e-01 1.80e-01
‖uj,2 − uj,1‖V 2.46e-02 2.46e-02 2.46e-02
‖uj,3 − uj,2‖V 4.66e-03 4.66e-03

Table 1 Estimated convergence in time (evaluated at the final time T ) and space for explicit Runge-Kutta methods with two or four
stages for the example of Section 6.1

.

For this example the exact solution is not known. To study the convergence of the time integrator, we consider the
approximated error ‖uj+1,l − uj,l‖V . The spatial error on level l is estimated by ‖uj,l+1 − uj,l‖V .

Explicit Runge-Kutta methods We test the second and the fourth order method (m = 2 andm = 4) withKj = 3 200·2j
time steps, j = 0, . . . , 4. The results are presented in Tab. 1. Due to the small elements in the tapered region of the spatial
domain, the CFL condition requires small time steps. The order of convergence of the time integrator on the mesh of level
l can be estimated from the factor

fj,l =
‖uj−1,l − uj−2,l‖V
‖uj,l − uj−1,l‖V

≈ 2m.

As can be seen from Tab. 1, the time integration shows the expected order two and four. However, even for the second
order method, the error in space dominates the time discretization error in this example. Hence it is sufficient to use
time steps which just match the CFL condition. Neither a further reduction of the time step nor using a higher order
method improve the overall accuracy. The regularity in space is limited by the regularity of the initial function u0 ∈
H2(Ω)3 \H3(Ω)3, so that we observe a convergence factor between 4 and 8 for quadratic elements in space.
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Next, we investigate the overall convergence in space and time. Since Tab. 1 confirms that the numerically observed
order of the time discretization coincides with the theoretically expected order, we can construct a better approximation of
the semi-discrete solution ul : [0, T ] −→ Vl by extrapolation as

ul(T ) ≈ uex
l =

fJ,l
fJ,l − 1

uJ,l −
1

fJ,l − 1
uJ−1,l .

In a second step, extrapolation in space yields the approximation

u(T ) ≈ uex =
f

f − 1
uex
L −

1

f − 1
uex
L−1 ∈ VL, f =

‖uex
L−1 − uex

L−2‖V
‖uex

L − uex
L−1‖V

.

The results shown in Tab. 2 confirm that the total error for the explicit methods is dominated by the error in space.

‖u0,l − uex‖V ‖u1,l − uex‖V ‖u2,l − uex‖V ‖u3,l − uex‖V ‖u4,l − uex‖V ‖uex
l − uex‖V

m = 2 K0 = 3 200 K1 = 6 400 K2 = 12 800 K3 = 25 600 K4 = 51 200
l = 0 1.99e-1 1.97e-1 1.97e-1 1.96e-1 1.97e-1 1.97e-1
l = 1 2.81e-2 2.76e-2 2.75e-2 2.75e-2 2.75e-2
l = 2 5.86e-3 5.75e-3 5.73e-3 5.73e-3
l = 3 1.08e-3 1.09e-3 1.08e-3

m = 4 K0 = 3 200 K1 = 6 400 K2 = 12 800 K3 = 25 600 K4 = 51 200
l = 0 1.97e-1 1.97e-1 1.97e-1 1.97e-1 1.97e-1 1.97e-1
l = 1 2.75e-2 2.75e-2 2.75e-2 2.75e-2 2.75e-2
l = 2 5.75e-3 5.75e-3 5.75e-3 5.75e-3
l = 3 1.09e-3 1.09e-3 1.09e-3

Table 2 Error estimates by extrapolation in space and time for second and fourth order explicit Runge-Kutta methods.

Implicit Runge-Kutta methods We test the Gauß methods with m = 1 and Kj = 800 · 2j and with m = 3 and
Kj = 32 · 2j . Again, the convergence properties are investigated by extrapolation, see Tab. 3. Since Gauß methods are
A-stable, they remain stable for any positive time step and thus the experiments use significantly fewer time steps than for
the explicit Runge-Kutta methods: 12800 time steps for m = 1 and only 512 time steps for m = 3 are required on level
l = 3 to obtain approximately the same accuracy estimate in time as in space.

‖u0,l − uex‖V ‖u1,l − uex‖V ‖u2,l − uex‖V ‖u3,l − uex‖V ‖u4,l − uex‖V ‖uex
l − uex‖V

m = 1 K0 = 800 K1 = 1600 K2 = 3200 K3 = 6400 K4 = 12800
l = 0 1.89e-1 1.92e-1 1.96e-1 1.97e-1 1.97e-1 1.97e-1
l = 1 1.01e-1 3.44e-2 2.72e-2 2.75e-2 2.80e-2 2.85e-2
l = 2 1.09e-1 2.99e-2 9.05e-3 5.85e-3 5.70e-3 5.74e-3
l = 3 1.09e-1 3.15e-2 8.79e-3 2.48e-3 1.19e-3 1.05e-3

m = 3 K0 = 32 K1 = 64 K2 = 128 K3 = 256 K4 = 512
l = 0 3.88e-1 1.92e-1 1.96e-1 1.97e-1 1.97e-1 1.97e-1
l = 1 4.89e-1 4.95e-2 2.72e-2 2.75e-2 2.76e-2 2.76e-2
l = 2 5.78e-2 9.45e-3 5.73e-3 5.79e-3 5.79e-3
l = 3 5.89e-2 1.11e-3 2.00e-3 1.15e-3 1.10e-3

Table 3 Convergence estimates by extrapolation in space and time for Gauß methods with m = 1 and m = 3 stages of order 2m.

We clearly observe that implicit methods require far less time steps then explicit methods in order to reach the full
accuracy in time and space. On the other hand, m large linear systems have to be solved in each time step of an m-stage
method. In Tab. 4 we list the overall number of required preconditioning steps. Here, the 3-stage method is more efficient
(with resepct to the number of preconditioning steps) than the second order implicit midpoint rule.
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m = 1 K0 = 800 K1 = 1600 K2 = 3200 K3 = 6400 K4 = 12800
l = 0 3178 5325 9600 19200 38400
l = 1 3708 6384 10885 19200 38400
l = 2 5408 7457 12763 22099 38400
l = 3 6731 9147 14181 25517 39020

m = 3 K0 = 32 K1 = 64 K2 = 128 K3 = 256 K4 = 512
l = 0 2273 3218 4821 7746 12786
l = 1 3501 5469 6931 9809 15478
l = 2 4298 7552 10598 13163 19534
l = 3 4480 8653 14749 19339 24255

Table 4 Total number of preconditioning steps for solving mKj linear systems (γM+ τA)v = b with a Gauß method with m = 1 and
m = 3 stages.

Polynomial Krylov methods Alg. 1 is tested with MaxIter = 150 and Tol = 10−5. Here, the restriction of the time step
size τ comes from the fact that the limit of MaxIter = 150 is exceeded if τ is too large. Note that in the case that the method
is converging within MaxIter time steps, a further reduction of τ leads to a corresponding reduction of Krylov steps. Hence
the overall efficiency is similar for a broad range of time step sizes giving the same accuracy for the final solution in space,
cf. Tab. 5 and 6.

K0 = 64 K1 = 128 K2 = 256 K3 = 512 K4 = 1024
l = 0 2739 2898 3268 3696 5128
l = 1 5415 5568 5838 6254 7489
l = 2 no conv. 11236 11484 11946 12595
l = 3 no conv. no conv. 23493 23989 24671

Table 5 Total number of multiplications with M−1A for the polynomial Krylov method.

‖u0,l − uex‖V ‖u1,l − uex‖V ‖u2,l − uex‖V ‖u3,l − uex‖V ‖u4,l − uex‖V ‖uex
l − uex‖V

l = 0 1.97e-1 1.97e-1 1.97e-1 1.97e-1 1.97e-1 1.98e-1
l = 1 2.80e-2 2.81e-2 2.83e-2 2.83e-2 2.82e-2 2.84e-2
l = 2 6.63e-3 6.96e-3 6.69e-3 6.73e-3 6.81e-3
l = 3 2.85e-3 1.89e-3 1.61e-3 1.47e-3

Table 6 Convergence estimates by extrapolation in space and time for the polynomial Krylov method.

Rational Krylov methods Alg. 2 is tested with several parameters, and for all tests in Tab. 6.1 we set MaxIter = 150,
Tol = 10−5, and γ = 20. Similar results have been observerd with γ ∈ (5, 20). A conservative choice would be γ = 2
which corresponds to using the same denominator polynomial as for the implicit midpoint rule. Experimentally we found
that larger values of γ increased the efficiency of the algorithm.

For the rational Krylov method we use a smaller tolerance Tol than in the polynomial case, since otherwise the approxi-
mation (24) is not accurate enough. On the finest level the full accuracy in space is already obtained with 64 time steps and
less than 15 000 preconditioning steps.

K0 = 16 K1 = 32 K2 = 64 K3 = 128 K4 = 256
l = 0 390 (2540) 514 (2823) 758 (3475) 1161 (4513) 1728 (6350)
l = 1 593 (4502) 667 (4433) 964 (5140) 1483 (6425) 2244 (8214)
l = 2 1064 (9339) 963 (7757) 1178 (7855) 1860 (9376) 2946 (11844)
l = 3 1974 (19742) 1581 (16301) 1630 (14399) 2215 (14238) 3319 (16279)

Table 7 Total number of approximate solutions of (γM+ τA)v = b (and total number of preconditioning steps) for the rational Krylov
method with γ = 20, τ = T/Kj and T = 8.
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‖u0,l − uex‖V ‖u1,l − uex‖V ‖u2,l − uex‖V ‖u3,l − uex‖V ‖u4,l − uex‖V ‖uex
l − uex‖V

l = 0 6.56e3 1.97e-1 1.97e-1 1.97e-1 1.97e-1 1.97e-1
l = 1 7.55e3 2.75e-2 2.76e-2 2.76e-2 2.76e-2 2.76e-2
l = 2 5.76e3 5.76e-3 5.76e-3 5.76e-3 5.76e-3 5.76e-3
l = 3 1.54e3 1.36e-3 1.09e-3 1.09e-3 1.09e-3 1.09e-3

Table 8 Convergence estimates by extrapolation in space and time for the rational Krylov method.

Comparison The computational results (evaluated by counting the number of matrix operations) show clearly that for
this example the polynomial Krylov method is far more efficient than fixed order explicit Runge-Kutta methods. This is
confirmed by the parallel execution time∗ in Tab. 9. In all explicit methods, the required number of steps is proportional
to 2l, since the CFL condition requires O(τ) = O(h). For the implicit methods, the required number of time steps is
independent of the spatial discretization, see [22] for a rigorous error analysis for Maxwell equations. Obviously, implicit
Runge-Kutta methods and rational Krylov methods are only more efficient than explicit methods, if a suitable precondi-
tioner is available. Nevertheless, even without using an optimized preconditioner, our results show that implicit methods
outperform explicit even on the coarse grids. The advantage of implicit methods over explicit ones becomes significant on
finer grids.

In general, we found that the Krylov methods are not very sensitive with respect to the choice of the time step size (the
computational cost is almost constant for the polynomial Krylov methods for different time steps).

explicit Runge-Kutta method m = 4 K0 = 3 200 K1 = 6 400 K2 = 12 800 K3 = 25 600 K4 = 51 200
l = 0 0:12 0:25 0:49 1:39 3:20
l = 1 1:17 2:34 5:17 10:32
l = 2 9:31 19:31 39:03
l = 3 134:56 270:27

implicit Runge-Kutta method m = 1 K0 = 800 K1 = 1600 K2 = 3200 K3 = 6400 K4 = 12800
l = 0 0:12 0:21 0:40 1:20 2:41
l = 1 0:28 0:49 1:25 2:41 5:23
l = 2 1:43 2:40 4:34 8:20 15:46
l = 3 6:58 10:20 17:13 30:03 53:15

implicit Runge-Kutta method m = 3 K0 = 32 K1 = 64 K2 = 128 K3 = 256 K4 = 512
l = 0 0:14 0:20 0:30 0:50 1:24
l = 1 0:47 1:13 1:38 2:24 3:55
l = 2 2:56 5:11 7:26 9:51 15:02
l = 3 10:15 19:35 32:53 43:07 57:07

polynomial Krylov method K0 = 64 K1 = 128 K2 = 256 K3 = 512 K4 = 1024
l = 0 0:06 0:06 0:06 0:09 0:14
l = 1 0:46 0:29 0:27 0:34 0:47
l = 2 2:51 2:09 2:17 2:55
l = 3 24:31 20:34 21:02

rational Krylov method K0 = 16 K1 = 32 K2 = 64 K3 = 128 K4 = 256
l = 0 0:13 0:18 0:29 0:49 1:28
l = 1 0:36 0:40 0:54 1:21 2:11
l = 2 3:09 2:43 3:00 3:59 5:46
l = 3 21:48 17:46 16:25 17:46 22:56

Table 9 Comparison of the parallel execution time in minutes (128 processes) for the full simulation of the 2D Maxwell example.

6.2 Maxwell equation in 3D

In the second example, we study a resonator configuration in Ω ⊂ (0, 1088) × (−133,−133) × (−133,−133) using an
unstructured tetrahedral mesh. Some snapshots of the Hy component of the magnetic field are shown in Fig. 2. The

∗ Since M++ is general purpose parallel finite element code, it is not optimized for discontinuous Galerkin methods with explicit time stepping; a
more efficient implementation which is specially designed for this problem class is introduced, e.g., in [25].
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t = 0

t = 60

t = 180

t = 260

Fig. 2 Initial distribution of Hy and time evolution at selected time steps for one resonance period on the planes y = 0 and z = 0.

DG discretization on 1 045 072 tetrahedra with quadratic elements leads to a system of 62 704 320 ordinary differential
equations. For the simulation we used a polynomial Krylov subspace method with 30 time steps, which required a total
number of 3449 Krylov steps. The computation on 96 processor kernels took about 7:10 hours.

6.3 Elastic wave equation in 2D

In this example we consider a configuration motivated by a new technique in seismic tunnel exploration [23]: an artificially
generated surface wave in the tunnel propagates into the solid, and measurements of the reflected shear wave turned out
to be a successful forward looking approach. In Fig. 3 we show the approximate solutions of the 2d elastic wave equation
with Lamé parameters µ = 1 and λ = 3 on the domain Ω ⊂ (−2, 2) × (−4.5, 3.25). For these parameters, the pressure
wave is significantly faster than the shear wave. Note that the domain is quite large so that the (artificial) reflections from
the other boundaries do not interact with the first reflected shear wave front.

For the simulation we use discontinuous Galerkin elements of degree p = 1 on a mesh with 528 384 triangles resulting
in 7 925 760 degrees of freedom. The full simulation requires a total of 16 706 Krylov steps for the polynomial Krylov
method. A detailed study of the convergence in time and space is given in [34].

In this application we are only interested in a high resolution near the tunnel. This can be achieved by adaptivity or
non-reflection boundary techniques. The combination of these methods with the efficient time integrators discussed in this
paper will be reported elsewhere.

6.4 Conclusion

In this paper we have shown our first numerical experiments illustrating the efficiency of different time integration schemes
for solving wave equations discretized by discontinuous Galerkin methods. We have explained theoretically and verified
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t = 0.0 t = 0.6 t = 1.4 t = 2 t = 2.8

Fig. 3 Distribution of the velocity component vy at sample time steps. The starting impulse at the tunnel surface (t = 0) induces two
wave fronts, a shear wave and a pressure wave (t = 0.6). The shear ware reaches the right boundary (t = 1.4) and is reflected (t = 2).
This can be measured at the tunnel boundary as surface wave (t = 2.8).

numerically that polynomial Krylov subspace methods clearly outperform standard explicit Runge-Kutta methods. More-
over, even though our implementation of solving the linear systems arising in implicit Runge-Kutta or rational Krylov
methods was not optimized for the particular application, the results show that implicit methods can outperform explicit
schemes in particular on fine grids. This shows the great potential of implicit schemes for linear wave equations. However,
much more research is necessary to provide optimal (multigrid) preconditioners for the linear systems and to determine the
parameters τ and γ to minimize the overall computational time. Moreover, a reliable error control has to be developed to
balance the error in space and time and to determine suitable bounds for the truncation error of iterative solvers. This is a
topic of our future research.
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